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ABSTRACT
Several approaches to data-based binaural synthesis have been published that capture a sound field by means
of a spherical microphone array. The captured sound field is typically decomposed into plane waves which
are then auralized using head-related transfer functions (HRTFs). The decomposition into plane waves is
often based on modal beamforming techniques which represent the captured sound field with respect to
surface spherical harmonics. An efficient and numerically stable approximation to modal beamforming is
the delay-and-sum technique. This paper compares these two beamforming techniques in the context of
data-based binaural synthesis. Their frequency- and time-domain properties are investigated, as well as the
perceptual properties of the resulting binaural synthesis according to a binaural model.

1. INTRODUCTION

Head-related transfer functions (HRTFs) and their
time-domain equivalent head-related impulse re-
sponses (HRIRs) capture the acoustic transmission
path from an acoustic source to the outer ear. Typ-
ically the case of free-field propagation is referred
to as HRTFs, while similar transfer functions cap-
tured in a room are referred to as binaural room
transfer functions (BRTFs) or binaural room im-

pulse responses (BRIRs). Both HRTFs and BRTFs
are used for the synthesis of virtual sources in vir-
tual auditory environments, by filtering the (dry)
signal of a virtual source with the respective left
and right HRTFs/BRTFs. This approach to sound
reproduction is called binaural reproduction or syn-
thesis [1]. Typically headphones are used to repro-
duce the left and right ear signals; however repro-
duction can also take place over loudspeakers when
appropriate transaural techniques are used to cope
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for the crosstalk between the loudspeaker channels
and the ears.

Binaural synthesis using HRTFs/BRTFs is limited
to the auralization of a finite number of individual
virtual sources. For good results, head-tracking and
dynamic exchange of the HRTFs is mandatory. Dif-
fuse sound fields, for instance cafeteria noise, can-
not be represented by transfer functions. Hence, a
head-tracked auralization of diffuse sound fields can-
not be achieved straightforwardly by binaural syn-
thesis. HRTFs vary to some degree among individ-
uals. Hence, the perceived quality can be increased
by using individualized HRTF/BRTFs [2]. While
the measurement effort for individualized HRTFs is
already quite high, similar measurements for BRTFs
have to be repeated for all acoustic environments to
be auralized. It would be desirable to extract the
room effect from the BRTFs, so that it can be added
to individualized HRTFs.

These limitations of BRTF-based binaural synthe-
sis can be overcome by combining techniques from
sound field analysis with HRTF-based binaural syn-
thesis. The underlying concept is to decompose the
sound field into its contributions impinging from dif-
ferent directions, which are auralized by the respec-
tive HRTFs. Several approaches have been pub-
lished that decompose the captured sound field into
plane waves [3, 4, 5, 6]. The sound pressure at the
left/right ear is given by superposition of the respec-
tive (far-field) HRTF filtered by the plane wave ex-
pansion coefficients of the captured sound field.

Due to their independence from the incidence direc-
tion of sound, spherical microphone arrays are pre-
ferred for the spatial analysis of sound fields. It is
natural to represent the sound field captured on the
surface of a sphere with respect to surface spheri-
cal harmonics. The plane wave decomposition can
be computed conveniently from the spherical har-
monics expansion coefficients of the captured sound
field. An efficient alternative to the concept of modal
beamforming (MB) is delay-and-sum beamforming
(DSB).

Practical implementations of spherical microphone
arrays are not capable of capturing the sound field
with high spatial accuracy over the full audio fre-
quency range. This holds especially for the lower and
higher frequencies. Since we are aiming at binau-
ral synthesis for human listeners the question arises

which spatio-temporal accuracy is required to cope
for the capabilities of the human ear. First studies
have been published with respect to the perceptual
impact of spatial bandlimitation in data-based bin-
aural synthesis using modal beamforming [5, 4, 6].
So far these studies focused mainly on localization
accuracy for the direction-of-arrival while varying
the spatial bandwidth of the plane wave decompo-
sition. In a recent publication we investigated on
the perceptual effect of limited spatial bandwidth
without considering spatial sampling [7]. This pa-
per extends the published results in various ways.

In this paper a detailed look will be taken on the
effects introduced by spatial sampling and the prop-
erties of delay-and-sum beamforming. For this we
investigate the perceptual properties of data-based
binaural synthesis using simulated sound fields and
a binaural auditory model. Besides perceptual fea-
tures linked to the direction-of-arrival we also take
spectral features into account.

2. DATA-BASED BINAURAL SYNTHESIS

Within a spherical volume of radius R any propagat-
ing sound field P (x, ω) produced by sources located
outside of that volume can be represented in terms
of a superposition of plane waves [8, 9]. Denoting
the spectrum of a plane wave traveling in direction
φ, θ by P̄ (φ, θ, ω), this superposition reads

P (x, ω) =
1

4π

2π∫
0

π∫
0

P̄ (φ, θ, ω)e−ikT x sin θ dθdφ , (1)

where i denotes the imaginary unit, ω = 2πf the an-
gular frequency, x = (x, y, z)T a position in space,
k the wave vector of a particular plane wave with
k = ω

c (cosφ sin θ, sinφ sin θ, cos θ)T, φ its azimuth
and θ its colatitude. The horizontal plane is defined
by θ = π/2. The wave vector k points in the travel-
ing direction of the plane wave.

Far-field HRTFs H̄L,R(φ, θ, γ, δ, ω) represent the
acoustic transmission path from a plane wave with
incidence angle φ, θ to the left and right ear under
the head orientation γ, δ. Far-field HRTFs can be
extrapolated for instance from HRTFs measured at
finite distance [10]. The basic concept of the pre-
sented approach to data-based binaural synthesis is
to replace the exponential term in (1), representing
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Fig. 1: Data-based binaural synthesis using a plane
wave expansion of the virtual sound field. For illus-
tration, the filtering of the left/right HRTFs by the
plane wave expansion coefficients P̄ (φ, θ, ω) is shown
only for one particular direction. The z-axis points
upwards.

the sound field of a plane wave, by its respective
far-field HRTF.

The sound pressure at the left/right ear PL,R(γ, δ, ω)
for a certain head orientation γ, δ is given by
superposition of the respective far-field HRTFs
H̄L,R(φ, θ, γ, δ, ω) filtered by the plane wave expan-
sion coefficients P̄ (φ, θ, ω)

PL,R(γ, δ, ω) =
1

4π
×

2π∫
0

π∫
0

P̄ (φ, θ, ω)H̄L,R(φ, θ, γ, δ, ω) sin θ dθdφ , (2)

where γ denotes the azimuth and δ the colatitude.
Figure 1 illustrates the superposition of filtered far-
field HRTFs.

Using an expansion of the captured sound field
with respect to plane waves has a number of ben-
efits in the context of data-based binaural synthe-
sis. Head-tracked binaural synthesis is straightfor-
ward to achieve by choosing the appropriate HRTFs

in (2) for a given head orientation γ, δ. In the first
approximation and under free-field conditions H̄L,R

depends only on the difference between the two angle
pairs φ, θ and γ, δ. Another benefit is that numer-
ous techniques are known to perform a plane wave
decomposition for microphone arrays of different ge-
ometries. In this paper two different techniques will
be compared to derive P̄ (φ, θ, ω) from the sound field
captured on a spherical surface. A hemispherical ar-
ray could also be used [3]. A further benefit of plane
waves is that they allow a variable spatial resolution
and that horizontal-only synthesis can be realized in
a straightforward way.

In practice, only a limited number of plane wave ex-
pansion coefficients P̄ (φ, θ, ω) can be extracted from
the captured sound field. Hence a discretized ver-
sion of (2) is used in practice. Spatial sampling may
lead to sampling artifacts in the synthesized ear sig-
nals PL,R(γ, δ, ω). The impact of spacial sampling is
discussed in more detail in Section 4.

3. PRINCIPLES OF SPHERICAL MICRO-
PHONE ARRAY PROCESSING

The properties of spherical microphone arrays are
independent from the incidence direction of sound
which is preferable for the analysis of sound fields.
In the context of this paper, two different methods to
derive the plane wave expansion are briefly reviewed.

3.1. Modal Beamforming
Due to the underlying geometry it is natural to rep-
resent the sound field captured on the surface of a
sphere with respect to surface spherical harmonics.
In this context, spherical harmonics are also known
as acoustic modes and the appendant techniques as
modal processing or modal beamforming. Various
techniques have been published in the past decade
for open or rigid spheres equipped with pressure mi-
crophones or cardioid microphones [3, 11, 12, 13].
For the analysis of room acoustics, open spheres
show the benefit of being acoustically transparent
and practically realizable for large apertures. We
therefore focus on open sphere designs in the remain-
der.

The spherical harmonics expansion coefficients
S̊m
n (ω) can be derived from the sound field S(x, ω)

captured on an acoustically transparent sphere with
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radius R as [12]

S̊m
n (ω) =

2π∫
0

π∫
0

S(x, ω)Y −m
n (β, α) sinβ dβdα , (3)

where x = R (cosα sinβ, sinα sinβ, cosβ)T denotes
a position on the sphere with α its azimuth and β
its colatitude, Y m

n (·) the n-th order surface spheri-
cal harmonic of m-th degree and jn(·) the n-th order
spherical Bessel function [14]. Note that S(x, ω) de-
pends on the used microphone type. The expansion
of a sound field in terms of plane waves (1) can be
linked to the spherical harmonics expansion coeffi-
cients as

P̄MB(φ, θ, ω) =

∞∑
n=0

n∑
m=−n

1

Bn(ω)
S̊m
n (ω)Y m

n (θ, φ) ,

(4)
where

Bn(ω) ={
4πinjn(

ω
cR) , for pressure

4πin(jn(
ω
cR)− ij′n(

ω
cR)) , for cardioid

(5)

microphones with R denoting the radius of the
sphere. It is evident from (4) and (5) that the use
of pressure microphones causes numerical problems
due to the zeros of the spherical Bessel function,
while this is not the case for cardioid microphones.

Equation (3) together with (4) forms the basis to
calculate the plane wave expansion P̄MB(φ, θ, ω) of
a sound field captured by a spherical microphone
array.

3.2. Delay-and-Sum Beamforming
The basic concept of delay-and-sum beamforming
is – as the name implies – to sum up the signals
of the microphones after applying individual delays
to them. For a plane wave decomposition of the
captured sound field, the delays compensate for the
propagation delays between the microphones for a
given look direction φ, θ. This way the output signal
is maximized by constructive interference for a plane
wave whose incidence angle coincides with the look
direction. When capturing the pressure P (x, ω) on
a open sphere, the plane wave decomposition can be

derived by simple geometric considerations as [11]

P̄DSB(φ, θ, ω) =

2π∫
0

π∫
0

P (x, ω)e−ikTx sinβ dβdα ,

(6)
where k = k(φ, θ) as defined for (1) and x = x(α, β)
as defined for (3).

4. PRACTICAL ASPECTS OF SPHERICAL
MICROPHONE ARRAYS

Practical realizations of spherical microphone arrays
are subject to limitations. These are discussed in the
following subsections.

4.1. Spatial Dimensionality of Sound Fields
As prerequisite for the following considerations, the
concept of spatial dimensionality of multipath sound
fields as presented in [15] is reviewed. The spatial
dimensionality of a sound field characterizes the fi-
nite number of orthogonal components that are re-
quired to represent a sound field within a source-free
bounded volume with bounded error. Quantitative
results have been derived using a representation of
the sound field within a spherical volume of radius R
in terms of spherical harmonics. The normalized ab-
solute field truncation error εN for three-dimensional
sound fields is bounded as

εN ≤ 0.67848 e−Δ for N > �eπ
c
Rf�+Δ , (7)

where �·� denotes the ceiling operation, Δ a natu-
ral positive number and N the number of elements
the outer sum over n in (4) is truncated to. It can
be concluded from (7) that the error decays expo-
nentially with increasing N . Furthermore for fixed
error bound, N increases linearly with frequency
f and radius R of the considered volume. The
dimensionality quantifies the minimum number of
sensors/actuators required to capture/synthesize a
sound field within the volume r < R under the er-
ror bound εN . For a three-dimensional sound field
it is given as (� eπ

c Rf� + 1)2. For the synthesis of
sound fields either point sources or plane waves can
be used.

Neglecting the scattering by the human head and
considering the typical size of a human head R =
0.09m and full audio bandwidth f = 20kHz it fol-
lows from above considerations that N > 45. Hence,
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at least M = 2116 sensors would be required to cap-
ture the sound field with an absolute field truncation
error of εN>45 ≤ 0.67848. Despite the high technical
effort, the resulting error is still quite high. Further-
more, the perceptual impact of the remaining trun-
cation error is not fully investigated at the current
state of research.

4.2. Spatial Sampling in Modal Processing
In practice it is only possible to measure the pres-
sure on a limited number of positions on the sphere.
Therefore, a spatially discretized version of (3) has
to be used. Strictly regular sampling of the sphere
is provided only by the five platonic solids. Besides
these a number of quasi-uniform and non-uniform
sampling schemes for the sphere have been pro-
posed [16].

The previous subsection outlined the concept of spa-
tial dimensionality of sound fields and gave the mini-
mum number of sensors required to capture a sound
field up to an order N for a given radius R and
error bound (7). Depending on the actual spatial
sampling scheme, more spatial samples may be re-
quired [17]. A Lebedev grid, for instance, requires
M = 1.3 (N + 1)2 spatial samples, other grids typ-
ically more. Spatial aliasing above the frequency
predicted by (7) will occur if less spatial samples are
used. The impact of spatial aliasing has been in-
vestigated amongst others in [18]. It can be shown
that for instance a Gaussian sampling scheme results
in spectral repetitions with respect to the order n
and degree m of S̊m

n (ω) [19]. Hence, spatial aliasing
could only be avoided by a spatial anti-aliasing filter
applied before the actual spatial sampling process.

It is common practice in modal array processing to
compute the spherical harmonics coefficients S̊m

n (ω)
only up to order N for a given number of spatial
samples M . As a consequence, the sum in (4) over
n will be truncated at N elements. This can be in-
terpreted as a spatial bandlimitation in the spherical
harmonics domain. The plane wave decomposition
of an incident plane wave with unit amplitude and
incidence angle φpw, θpw impinging on an spatially
continuous microphone array without sensor noise
reads [11]

P̄MB,cont(φ, θ, ω) =

N∑
n=0

2n+ 1

4π
Pn(cosΘ) , (8)

where Pn(·) denotes the n-th Legendre polynomial
and Θ the angle between the incidence angle of
the plane wave φpw, θpw and the look direction
of the plane wave decomposition φ, θ. It is evi-
dent from (8) that the continuous array response is
frequency-independent. It can furthermore be con-
cluded from [11] that the spatial selectivity of the
plane wave decomposition decreases with decreas-
ing order N . Equation (8) allows to investigate the
effect of truncation without considering spatial sam-
pling and aliasing.

4.3. Spatial Sampling in Delay-and-Sum Pro-
cessing
The considerations given above for modal beam-
forming hold in principle also for delay-and-sum
beamforming. The link between both techniques
has been established in [11] by formulating both in
terms of modal beamforming. In contrast to modal
beamforming, spatial bandlimitation (truncation to
order N) is not applied in delay-and-sum beamform-
ing when computing the plane wave decomposition.
As in (8) the response of a spatially continuous array
to an incident plane wave is considered. It is given
as [11]

P̄DSB,cont(φ, θ, ω) =
∞∑
n=0

∣∣∣4πinjn(ω
c
R)

∣∣∣2 2n+ 1

4π
Pn(cosΘ) . (9)

From the characteristics of the spherical Bessel func-
tion can be concluded that for low frequencies the
higher orders n are attenuated in comparison to the
lower ones. As a consequence, the array response is
frequency-dependent, with lower spatial selectivity
for low frequencies.

Equations (8) and (9) allow to compare modal beam-
forming to delay-and-sum beamforming without in-
troducing the additional effects of spatial sampling.

4.4. Equipment Noise
The acoustic quantities captured by microphones are
subject to equipment noise. The white noise gain
(WNG) characterizes the improvement in signal-to-
noise ratio at the beamformer output in compari-
son to the equipment noise. It has been shown [11]
that for the delay-and-sum beamformer the WNG is
frequency-independent and is given by WNGDSB =
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M . Hence equipment noise is attenuated by delay-
and-sum beamforming.

The situation is different for the modal beamformer.
Here the WNG depends on the frequency [11]. For
low frequencies equipment noise is amplified while
for higher frequencies it is attenuated. For high
frequencies the WNG of the modal beamformer
approaches the value of the delay-and-sum beam-
former. In order to maintain a reasonable white-
noise gain (WNG) the order is typically limited for
low frequencies in practical modal beamformers.

4.5. Other Aspects
Besides sampling and equipment noise, also sensor
mismatch and misplacement play a role in practical
applications. For low frequencies modal beamform-
ers are quite sensitive to both due to the underlying
differential mechanism [17]. Sensor calibration and
precise positioning is therefore mandatory here. An-
other countermeasure is to limit the order for low fre-
quencies. Delay-and-sum beamforming is in general
more robust against sensor mismatch and misplace-
ment than modal beamforming.

5. EVALUATION OF DATA-BASED BINAU-
RAL SYNTHESIS

5.1. Concept
A consequence of the considerations given in Sec-
tion 4 is that practical implementations of data-
based binaural synthesis using modal processing will
not be capable to capture the required minimum
order of N = 45 over the full audio frequency
range. This holds especially for the lower frequen-
cies. Delay-and-sum beamforming is more robust
but on the other hand has limitations with respect
to the achievable directivity. Both techniques differ
also in the influence of spatial aliasing due to their
different spatial bandwidth.

Since we are aiming at binaural synthesis for human
listeners the question arises which technique is bet-
ter suited and what accuracy is required to cope for
the capabilities of the human ear. In order to inves-
tigate on this, we first take a look at the properties
of modal and delay-and-sum beamforming. This is
followed by an analysis of the technical properties of
binaural synthesis. Finally, the perceptual proper-
ties are investigated by means of a model of human
perception. Four scenarios are considered:

1. without spatial sampling

(a) modal beamforming with different orders

(b) delay-and-sum beamforming

2. with spatial sampling

(a) modal beamforming with maximum order

(b) delay-and-sum beamforming

5.2. Experimental Setup
The evaluation is based on (i) the plane wave ex-
pansion coefficients P̄ (φ, θ, ω) and (ii) the ear sig-
nals PL,R(γ, δ, ω) computed for all four considered
scenarios. As incident sound field, a unit-amplitude
plane wave with φpw = 0◦ is chosen. The radius of
the microphone array is R = 0.5m. All results have
been derived for a temporal sampling frequency of
fs = 44.1 kHz. We limit our investigations to the
horizontal plane, hence θpw = 90◦, θ = 90◦ and
δ = 90◦. The reason behind this is that no high-
resolution HRTF dataset which covers the entire
sphere and no model of human perception covering
elevated sources were available to the authors.

Figure 2 illustrates the experimental setup for the
four scenarios. The first two considered scenarios
exclude the effect of spatial sampling when comput-
ing the plane wave decomposition P̄cont(φ, θ, ω). For
this purpose, Equations (8) and (9) were evaluated
numerically for modal and delay-and-sum beam-
forming, respectively. For modal beamforming dif-
ferent orders N have been considered. The third
and fourth scenario includes spatial sampling. For
modal beamforming the Sound Field Analysis Tool-
box (SOFiA) [20] is used to compute the plane wave
decomposition. A total of M = 770 Cardioid micro-
phones located on a Lebedev grid were simulated.
This allows to extract the spherical harmonics co-
efficients of the incident sound field up to an order
of N = 23. The plane wave decomposition using
delay-and-sum beamforming was derived by numer-
ical evaluation of (6). A total of M = 770 pres-
sure microphones distributed on a Lebedev grid were
simulated. The delay-and-sum beamformer was im-
plemented in the frequency domain. For all sce-
narios, the plane wave expansion coefficients have
been computed for φ = −180◦. . . 180◦ in steps of one
degree. Equipment noise, microphone mismatch or
misplacement have not been considered.
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Fig. 2: Block diagram of experimental scenarios used for the comparison of modal and delay-and-sum
beamforming for data-based binaural synthesis.

The left/right ear signals PL,R(γ, δ, ω) have been
computed by numerical evaluation of (2). Instead
of synthetic far-field HRTFs, measured ones at 3m
distance [21] have been used for this purpose. The
ear signals have been computed for γ = −90◦. . . 90◦

in one degree steps. The overall procedure effectively
produces BRTF datasets for an incident plane wave
under free-field conditions.

5.3. Modal versus Delay-and-Sum Beamforming
The theoretic plane wave decomposition of an inci-
dent plane wave would be given as

P̄ideal(φ, θ, ω) = δ(φ− φpw)δ(θ − θpw) . (10)

Figure 3 shows the resulting plane wave decompo-
sitions for modal and delay-and-sum beamforming
for a spatially continuous array. In order to support
the comparison to the spatially sampled case shown
later, the order of the modal beamformer was lim-
ited to N = 23. Figures 3(a) and 3(c) show the
frequency response P̄MB,cont(φ, θ, ω) and temporal
response p̄MB,cont(φ, θ, t) of the modal beamformer.
It can be observed that the response is independent
from the frequency, as was already concluded in Sec-
tion 4.2. The frequency response P̄MB,cont(φ, θ, ω)
does not resemble a Dirac pulse with respect to the
angle φ due to the limited spatial bandwidth. The
width of the main lobe at φ = 0◦ is directly linked
to the spatial bandwidth N ; lowering the bandwidth

leads to a widening of the main lobe. The temporal
response constitutes a Dirac pulse with varying am-
plitude over the angle φ. Figures 3(b) and 3(d) show
the frequency response P̄DSB,cont(φ, θ, ω) and tempo-
ral response p̄DSB,cont(φ, θ, t) of the delay-and-sum
beamformer. It can be observed that the frequency
response is frequency-dependent and especially that
the main lobe at φ = 0◦ widens for low frequencies.
Also the temporal response shows a complex behav-
ior in both dimensions angle and time. Besides a
Dirac pulse for φ = 0◦, the low-frequency widening
in the frequency response leads also to a widening
in the temporal response. The temporal extent of
this widening is equal to the propagation time of the
plane wave through the array, here 1 m/c ≈ 3ms.

Figure 4 shows plane wave decompositions for a spa-
tially sampled array. In comparison to Fig. 3 the
effects of spatial sampling are clearly visible. For
modal beamforming, it can be observed in Fig. 4(a),
that additional side lobes are present above 5 kHz.
The overall frequency response is now frequency-
dependent. As a consequence, the temporal response
shown in Fig. 4(c) is now quite complex and also ex-
tended into the temporal dimension. For delay-and-
sum beamforming, spatial sampling artifacts become
prominent above 3 kHz as can be seen in Fig. 4(b).
The temporal response in Fig. 4(d) shows in prin-
ciple a similar behavior as in the continuous case,
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(a) modal (N = 23): frequency response (magnitude) (b) delay-and-sum: frequency response (magnitude)
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(c) modal (N = 23): temporal response (magnitude)
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(d) delay-and-sum: temporal response (magnitude)

Fig. 3: Plane wave decompositions using modal and delay-and-sum beamforming of a broadband plane
wave with incidence angle φpw = 0◦ captured spatially continuously on a spherical aperture for R = 0.5m.
The frequency response P̄ (φ, θ, ω) and temporal response p̄(φ, θ, t) are shown. The colorscale denotes the
magnitude in dB. Note the different time axis in subfigures (c) and (d).

AES 132nd Convention, Budapest, Hungary, 2012 April 26–29

Page 8 of 16



Spors et al. Evaluation of data-based binaural synthesis

(a) modal (N = 23): frequency response (magnitude) (b) delay-and-sum: frequency response (magnitude)
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(c) modal (N = 23): temporal response (magnitude)
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(d) delay-and-sum: temporal response (magnitude)

Fig. 4: Plane wave decompositions using modal and delay-and-sum beamforming of a broadband plane wave
with incidence angle φpw = 0◦ captured by a spatially discrete microphone array with M = 770 microphones
on a Lebedev grid. The frequency response P̄S(φ, θ, ω) and temporal response p̄S(φ, θ, t) are shown. The
colorscale denotes the magnitude in dB.
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however, for φ �= 0◦ additional Dirac-shaped contri-
butions are visible.

So far the properties of modal and delay-and-sum
beamforming when used as plane wave decomposi-
tion can be summarized as follows: Modal beam-
forming has the clear advantage of a constant di-
rectivity main lobe and high directivity at low fre-
quencies. This comes at the cost of robustness
against equipment noise and other practical aspects.
The numerical complexity of modal beamforming is
higher than for delay-and-sum beamforming. Delay-
and-sum beamforming is numerically efficient and
stable. A drawback is the frequency-dependency of
the main lobe. The appearance of spatial aliasing is
quite different in both methods.

The results shown so far imply that the plane wave
decomposition differs significantly from the theoretic
result for both modal and delay-and-sum beamform-
ing techniques when using practical microphone ar-
rays. The responses show contributions from addi-
tional incidence angles which may be spread addi-
tionally in time.

5.4. Data-based Binaural Resynthesis
The computed plane wave decompositions for all
four scenarios have been filtered by the respective
HRIRs and summed up for various head orienta-
tions, as outline in Section 5.2. The properties of
the resulting BRIRs are discussed in this section. A
first observation of the authors was that the BRIRs
derived by delay-and-sum beamforming require a fil-
tering by a 6 dB per Octave high-pass filter in order
to not sound ’muffled’. This finding can be backed
by considering the widening of the main lobe for low
frequencies in delay-and-sum beamforming (see Fig-
ures 3(b) and 4(b)). Interestingly a 6 dB per Octave
high-pass filter is also required for three-dimensional
Wave Field Synthesis (WFS) [22].

Figure 5 shows the BRIRs and the original HRIRs
for the considered four scenarios and for two differ-
ent head orientations γ = 0◦ and γ = 90◦. At the
far right the graph shows the impulse responses of
the original HRIRs, to their left the BRIRs for the
delay-and-sum beamformer and further to the left
the BRIRs for the modal beamformer. The grey and
black signals indicate spatially sampled and spatially
continuous data, respectively.

The continuous data for the modal beamformer is

shown for different orders N . At an order of N = 23
no obvious deviations from the impulse response of
the original HRIR are visible, but for lower orders
the impulse response differs significantly from the
original one. The spatially continuous delay-and-
sum beamformer adds two additional small peaks to
the impulse response, one before the original peak
and one afterwards. This is a consequence of the
temporal widening that can be observed in Fig-
ure 3(d).

Spatial sampling adds further peaks – before and
after the original peak – to the BRIRs derived by
delay-and-sum beamforming. This can be especially
observed for the contralateral (right) ear for γ = 90◦.
Again, this is a consequence of the additional peaks
that can be observed in Figure 4(d). For the spa-
tially sampled modal beamformer additional con-
tributions can be observed after the original peak.
This is a consequence of the properties shown in Fig-
ure 4(c).

The additional contributions could be a problem
for the perception of the direction-of-arrival for the
data-based BRIRs. The next section therefore in-
vestigates on the directional perception.

5.5. Localization
The human auditory system has a remarkable per-
formance in estimating the localization of a sound
source even in the presence of diffuse background
noise or in reverberant situations. This ability is
achieved by exploring different characteristics of the
sound field present at the two ears. Besides non-
acoustical cues like vision or the change of the sound
field with head movements, spectral cues and inter-
aural differences are used by the auditory system [1].
Therefore it is important that the computed BRIRs
preserve these characteristics and deviate only in an
inaudible range. This section deals with the per-
ception of the direction-of-arrival of a given source
signal convolved with the calculated BRIRs.

The two most important features for the estimation
of the direction-of-arrival of a sound in the horizontal
plane are interaural time differences (ITDs), and in-
teraural level differences (ILDs). To investigate the
influence of the different beamforming techniques a
binaural model after [23] is applied. The Auditory
Modeling Toolbox (AMT) [24] was used for this pur-
pose. A binaural model simulates the behavior of
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continuous sampled continuous sampled

︸ ︷︷ ︸
modal
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delay-and-sum original

Samples
0 500

N = 1 5 15 23
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0◦ right

90◦ left

90◦ right

Fig. 5: Data-based BRIRs for azimuth angles of γ = 0◦ and γ = 90◦. Outmost to the right are the original
HRIRs, followed by delay-and-sum beamforming BRIRs and modal-beamforming BRIRs to the right. HRTF
is shown.

the two ears by applying a gammatone filterbank to
the input signals of the left and right ear. In the
frequency bands between 200Hz and 1300Hz the
interaural phase difference (IPD) and the ILD are
calculated. The IPD is ambiguous for frequencies
greater than 700Hz. In addition, the ILD has its
maximum around 60◦ and is ambiguous for higher
angles. On the other hand the sign of the ILD can
be easily used to overcome the ambiguity of the IPD
and to calculate the real ITD for a given stimulus.
At the same time this mechanism accounts for the
dominance of the perceived direction by the ITD for
the considered frequency range [25].

In order to obtain an estimation of the azimuth for
a calculated ITD, a lookup table is required that
maps calculated ITDs on corresponding azimuth an-
gles. Such a table was created from the HRIR
data set described in Section 5.2 for azimuth angles
γ = −90◦. . . 90◦ in one-degree steps. A white noise
signal of 1 s length was convolved with each set of the

computed BRIRs for the prediction of the perceived
direction. The resulting ear signals were then fed
into the binaural model together with the lookup ta-
ble to generate a prediction of the perceived azimuth
angle. This procedure was repeated for all scenarios,
additionally for various orders N of the continuous
model beamformer and the available azimuth angles
(see Section 5.2). The same procedure was applied
to the original HRIR data set to obtain the desired
perceived azimuth direction. The deviation of the
azimuth Δγ of the computed BRIRs is given by the
absolute difference between the estimated azimuth
of the BRIR and the HRIR. The result is presented
in Fig. 6.

In addition to the azimuth deviation the just no-
table difference (JND) for localization in the hori-
zontal plane [26] is indicated by the thick grey line.
In the case of the delay-and-sum beamformer, the
predicted deviation Δγ of the perceived direction-
of-arrival increases approximately linearly with in-

AES 132nd Convention, Budapest, Hungary, 2012 April 26–29

Page 11 of 16



Spors et al. Evaluation of data-based binaural synthesis

0◦

5◦

10◦

15◦

20◦

−90◦ −45◦ 0◦ 45◦ 90◦

|Δ
a
zi
m
u
th

a
n
g
le
|

azimuth angle

delay-and-sum

JND
continuous
sampled

(a) delay-and-sum beamforming

0◦

5◦

10◦

15◦

20◦

−90◦ −45◦ 0◦ 45◦ 90◦

|Δ
a
zi
m
u
th

a
n
g
le
|

azimuth angle

modal

JND
cont. N = 3
cont. N = 5
cont. N = 10
cont. N = 23
sampled

(b) modal beamforming

Fig. 6: Deviation of the perceived direction of the computed BRTFs from the original HRTFs for delay-
and-sum beamforming and modal beamforming. The spatial sampled beamforming is shown as dotted lines.
The spatial continuous sampling for different orders N for the modal beamforming.

creasing azimuth angle. This corresponds to the
properties of the time-domain plane wave responses
shown in Fig. 4(d) and Fig. 3(d). The results for the
spatially sampled data is very similar to the contin-
uous data, which is not obvious when investigating
the BRIRs in Fig. 5.

For the modal beamformer, the deviation Δγ of
the perceived direction-of-arrival is less pronounced
for larger angles than for the delay-and-sum beam-
former. The deviation for the spatially sampled data
is completely below the JND, and it is therefore very
likely that this deviation in terms of perceived an-
gle is not audible. For the continuous sampling the
deviation is plotted dependent on the order N . For
lower orders the deviation gets larger. If the order
is larger than N = 10, the deviation may become
audible.

5.6. Coloration and Distance Perception
Another perceptual dimension which is influenced
by spectral changes is coloration. The coloration
of a stimulus in comparison to a baseline condition
can be audible if changes in the spectrum exceed
1 dB. To investigate the influence of the beamform-
ing techniques on the spectral properties a 1 s white
noise signal was convolved with the left ear BRIRs
and the original HRIRs. The deviation in loudness
between the such derived stimuli were computed for
an azimuth angle of γ = 0◦. To account for the

spectral resolution of the human auditory system,
the spectrum was calculated in auditory filters rang-
ing from 100Hz to 20 kHz and applying a loudness
compression to the power of 0.54 to the sound pres-
sure [27]. The result is presented in Fig. 7. For spa-
tially continuous delay-and-sum beamforming devi-
ations can be observed in the low-frequency region
up to 2 kHz in Figure 7(a). Interestingly these devia-
tions have a similar shape as deviations observed for
low frequencies in 2.5-dimensional WFS [28]. Hence,
similar equalization techniques as proposed for WFS
could be used to decrease the deviations. Spatial
sampling introduces additional artifacts for frequen-
cies above 4 kHz which can be accounted to spatial
aliasing.

Figure 7(b) shows the spectral deviations for the
continuous modal beamformer for different orders
N . Deviations can be observed for the mid to high
frequencies, while these deviations start at higher
frequencies for higher orders N . Even for N =
23 prominent deviations are present for frequencies
above 10 kHz. The spatially sampled modal beam-
former behaves quite different in comparison to the
continuous counterpart for N = 23. Deviations can
be observed for low frequencies which are due to
the limitation of the modal amplification applied in
practice. This can also be observed in Figure 4(a)
by the widening of the main lobe. The deviations
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Fig. 7: Deviation of the magnitude of the computed BRTFs from the original HRTFs for delay-and-sum
beamforming and modal beamforming for an azimuth of γ = 0◦.

above 5 kHz can be accounted to spatial aliasing,
as for the delay-and-sum beamformer. The results
given in Figure 7 imply that practical data-based
binaural synthesis might be subject to coloration if
no countermeasures are taken.

In addition to the perceived direction of a source, its
localization is determined by its perceived distance,
which depends on the amplitude of the source and
on the naturalness of the given BRIRs. Changes
of the spectrum or the interaural differences of the
BRIR can lead to in-head localization of the auditory
event [29]. A quantitative explanation of in-head
localization is not possible at the moment. Results
are available which show no strong dependency on
the spectrum [30]. Hartmann [29], however found a
stronger dependency on the spectrum than on the
interaural parameters. As a consequence, we briefly
review some findings from informal listening in the
next section.

5.7. Informal Listening
In order to get more insight into the perceptual prop-
erties of the investigated techniques, listening ex-
amples have been generated by convolving an input
signal with the respective left and right BRIRs. As
input signals speech, music and a noise pulse train
have been used. The listening examples have been
computed for a range of different azimuth angles γ.
We briefly report on the findings we have derived

from informal listening. The reader is invited to
download the examples 1.

For the spatially continuous delay-and-sum and
modal (N = 23) beamformer hardly any differ-
ences between the original HRIRs and the data-
based BRIRs can be observed for the speech and
music samples. However, for the noise pulse train
some slight coloration changes can be identified be-
tween the different techniques.

For the spatially sampled case and modal beamform-
ing (N = 23), the localization deviations shown in
Figure 6(b) can be confirmed, as well as the spectral
deviations shown in Figure 7(b). However, the lat-
ter are not so prominent as one would assume from
Figure 7(b). Again the spectral deviations can be
heard best for the noise pulse train.

For the spatially sampled delay-and-sum beamform-
ing technique spatial artifacts have been observed.
The direct sound can be localized well from the ex-
pected direction. However, additional contributions
were heard at the contralateral ear for azimuth an-
gles |γ| > 30◦. The cause for the undesired con-
tributions seem to be the additional Dirac-shaped
contributions that can be seen in Figure 4(d). Note
this has not been predicted by the binaural model.

1http://audio.qu.tu-berlin.de/?p=808
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Another interesting observation has been found from
informal listening to the modal beamforming exam-
ples. For spatially continuous modal beamforming,
the perceived distance changed with the order N .
While for order N = 0 in-head localization occurred,
the perceived distance increased with increasing or-
der. Around N = 15, the perceived distance sat-
urated towards the distance of the HRIR dataset
used.

6. SUMMARY AND CONCLUSIONS

This paper compares modal versus delay-and-sum
beamforming techniques as plane wave decomposi-
tion for data-based binaural synthesis. Results have
been presented considering the localization and col-
oration of one single far-field source located in the
horizontal plane. For practical microphone arrays,
modal and delay-and-sum beamforming have com-
parable properties regarding localization and col-
oration. However, informal listening revealed unde-
sired spatial contributions for delay-and-sum beam-
forming. Hence in the considered scenario, modal
beamforming techniques seem to produce better re-
sults in the context of data-based binaural synthe-
sis. Although quite some effort has been spent for
the present study, it is hard to give a final conclu-
sion regarding the favorable beamforming technique.
Equipment noise has a major impact on the perfor-
mance of practical modal beamforming techniques.
So far equipment noise has not been considered. One
reason is that the authors wanted to systematically
introduce the different degradations one after each
other in order to investigate their influence. This
comprehensive study focused on two different beam-
forming techniques and the influence of spatial sam-
pling. Another reason is that the resulting WNG is
frequency-dependent for modal beamforming. As a
consequence, low-frequency noise will be present in
the computed BRIRs. At the current state not much
is known about the perceptual influence of (spec-
trally shaped) noise in the context of BRIRs. Hence,
further studies including listening experiments have
to be conducted on the influence of the WNG in
data-based binaural synthesis.

For a final conclusion also other aspects should be in-
vestigated. These are, for instance, the localization
properties of elevated sources and the performance
under natural (multipath) sound fields.
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